
© 2022 JETIR May 2022, Volume 9, Issue 5                                                                      www.jetir.org (ISSN-2349-5162) 

JETIR2205864 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org h494 
 

Fake News Prediction using Deep Learning 

Techniques 

CH.SAI NIKHIL, Department of Computer Science and Engineering, AVIT, Paiyanoor. 

nikhil.csn09@gmail.com 

ANAGURTHI KUNAL, Department of Computer Science and Engineering, AVIT, Paiyanoor. 

kunalanagurthi0999@gmail.com 

JOHN SANDESH NETHALA, Department of Computer Science and Engineering, AVIT, 

Paiyanoor. johnsandeshnethala@gmail.com 

S.LEELAVATHY, Assistant Professor GR II, Department of Computer Science and 

Engineering, AVIT, Paiyanoor 

 

ABSTRACT: 

There has been a rapid increase in the spread of fake 

news in the last decade, most prominently observed in 

the 2016 US elections. Such proliferation of sharing 

articles online that do not conform to facts has led to 

many problems not just limited to politics but 

covering various other domains such as sports, health, 

and also science. One such area affected by fake news 

is the financial markets, where a rumour can have 

disastrous consequences and may bring the market to 

a halt. This project is about designing a fake news 

predictor using the deep learning techniques in which 

we will be classifying the original and the fake news 

of same topic by applying different techniques, there 

is fake news in every industry in the society which 

mis leads the people and creates confusion in the 

society. Due to the advancement of technology the 

fake news is circulated very quickly which creates 

panic in the public, the deep learning model we create 

will identify original and fake news so that the people 

will not fall into the trap of fake news. 
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1. INTRODUCTION: 

Fake news is a term which is used to fabricate news or 

news which is not true. Fake news is circulated 

through traditional media like news and newspapers 

and un-traditional social media platforms like twitter, 

Facebook, Instagram, WhatsApp etc. generally fake 

news is circulated to damage the reputation of any 

organization or institution or lack of knowledge on the 

subject. Fake news is increasingly becoming a menace 

to our society. It is typically generated for commercial 

interests—to attract viewers and collect advertising 

revenue. However, people and groups with potentially 

malicious agendas have been known to initiate fake 

news in order to influence events and policies around 

the world. Whatever may be the reason the fake news 

is considered as one of the threats to democracy. The 

root cause of this problem lies in the fact that none of 

the social networking sites use any automatic system 
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that can identify the veracity of news flowing across 

these platforms. A possible reason for this failure is 

the open domain nature of the problem that adds to the 

intricacies. The recently organized Fake News 

Challenge is an initiative in this direction. The aim of 

this challenge is to build an automatic system that has 

the capability to identify whether a news article is 

fake or not. Due to the advancement of the technology 

and availability of the internet the fake news is 

circulated faster than the genuine news in social media 

platforms. Research conducted on velocity of fake 

news spread it is concluded that the tweets containing 

the fake or misinformation reached to people six times 

faster than the truthful tweets. The adverse effects of 

inaccurate news range from making people believe 

that Hillary Clinton had an alien baby, trying to 

convince readers that President Trump is trying to 

abolish first amendment to mob killings in India due 

to a false rumor propagated in WhatsApp. 

Technologies such as Artificial Intelligence (AI) and 

Natural Language Processing (NLP) tools offer great 

promise for researchers to build systems which could 

automatically detect fake news. However, detecting 

fake news is a challenging task to accomplish as it 

requires models to summarize the news and compare 

it to the actual news in order to classify it as fake. 

Moreover, the task of comparing proposed news with 

the original news itself is a daunting task as its highly 

subjective and opinionated. Technologies like Natural 

language processing and deep learning help us to 

detect the fake news.. 

2. LITERATURE REVIEW: 

Fake news is increasingly becoming a menace to our 

society. It is typically generated for commercial 

interests—to attract viewers and collect advertising 

revenue. However, people and groups with potentially 

malicious agendas have been known to initiate fake 

news in order to influence events and policies around 

the world. It is also believed that circulation of fake 

news had material impact on the outcome of the 2016 

US Presidential Election [1]. From an NLP 

perspective, this phenomenon offers an interesting and 

valuable opportunity to identify patterns that can be 

coded in a classifier. In our experiments, we will be 

ignoring all other signals (e.g., the source of the news, 

whether it was reported online or in print, etc.), and 

instead focus only the content matter being reported. 

With COVID-19 emerging as a pandemic that has 

affected everyone worldwide, people have become 

more reliant on news to make everyday decisions to 

ensure their safety of themselves and their loved ones. 

However, fake news is almost becoming a "second 

pandemic" or "infodemic," posing as a health hazard 

to people worldwide. Given that coronavirus-related 

fake news is such a new phenomenon, prior work has 

not applied fake news detection to coronavirus. In an 

effort to tackle this issue, we utilize a modified LSTM 

that considers features relevant to fake news including 

the Jaccard index between the title and text, polarity, 

and frequency of adjective use. Our model was trained 

on a 600 article dataset containing 300 fake news 

articles and 300 real news articles. It achieved an 

overall accuracy of 0.91 with F1 scores of 0.89 and 

0.92 for real and fake news, respectively. 

Internet is one of the important inventions and a large 

number of persons are its users. These persons use this 

for different purposes. There are different social 

media platforms that are accessible to these users. 

Any user can make a post or spread the news through 

these online platforms. These platforms do not verify 

the users or their posts. So some of the users try to 

spread fake news through these platforms. These fake 

news can be a propaganda against an individual, 

society, organization or political party. A human 

being is unable to detect all these fake news. So there 

is a need for machine learning classifiers that can 

detect this fake news automatically. Use of machine 

learning classifiers for detecting the fake news is 

described in this systematic literature review 

3. SYSTEM ANALYSIS: 

3.1 EXISTING SYSTEMS:  

 

Many models like logistic regression, RNN, GRU, 

LSTM AND BILSTM are used, 300 dimensions 

pretrained glove is used for vectorization and GRU 

got highest value in both precision and F1 score with 

0.79 and 0.84. The disadvantage is learning rate is 

high for the GRU models.[1] Hybrid CNN-RNN deep 

learning approach. CNN is used for feature extraction 

from the text and the RNN is used for classification 

the accuracy results are high for only few data sets. In 

IOST data set with hybrid model achieved 0.99 

precision, accuracy and F1 score.[2] used FNC1 data 

set which has 4 categories unrelated, related, agree, 

disagree. Used cosine similarity and deep neural 
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networks for classification. Many models were tried 

out of which model with TFIDF vectorization and 

cosine similarity achieved accuracy of 94.31%. The 

disadvantage is the data set is unbalanced.[3] Used 4 

different data sets, existing ensemble learners are used 

with IOST data set achieved highest accuracy of 99% 

with random forest and perze-LSVM average 

accuracy on data set is 97.67 disadvantage is 

performance varies for different data sets.[4] Used 

FNC-1 data set and skip through vectors for the 

sentences and n-grams with TF vectors used for 

headings and text and attention mechanism is used, 

highest score achieved is 82.05 and disadvantage is 

being a small data set and un even distribution led to 

poor performance of the model.[5] Model is a blend of 

CNN and RNN. Used pretrained glove for 

vectorization, using CNN helped to extract more 

features in less time and LSTM is used for 

classification achieved accuracy of 99.5% and use of 

Glove instead of traditional bag of words made huge 

difference.[6] Used TI-CNN data set and 3 different 

models CNN, LSTM and BERT are used. Word2vec 

is used for vectorization and hyper parameter tuning is 

performed and SGD optimizer used for CNN and 

LSTM, Adam optimizer for BERT. Accuracy 0.97, 

0.98, 0.98 achieved for CNN, LSTM and BERT. Loss 

function is binary cross entropy.[7] 

 

For data set 1356 news instances were collected form 

users in twitter and other social media. Models like 

CNN, LSTM were used out of this CNN with 

bidirectional LSTM and attention mechanism 

achieved highest accuracy of 88.33%.[8]. 

 

3.2 PROPOSED SYSTEM: 

 

Collected the data set from Kaggle which have 18000 

records of two different classes fake and original 

represented as 0 and 1 in the data set, loaded the data 

set into the google colab and removed all the null 

values present in the data set and re-indexed it and 

divided the data into independent and the dependent 

features x as independent feature and y as depended 

feature. In data pre-processing vectorization is done 

used one hot representation, TFIDF and count 

vectorizer as vectorization techniques for four 

different models implemented in the project and used 

padding for LSTM and GRU before embedding into 

the algorithms and imported NLTK library and 

downloaded stop words and removed all the stop 

words in LSTM and GRU used stratified k-fold as a 

training method for LSTM and 70-30 split technique 

for GRU, multinomial naïve bayes and passive 

aggressive classifier. For training LSTM and GRU 

used 10 epochs and twitter data is used for testing the 

LSTM model. 

 
 

FIG 1 flow chart 

DATA SET:  

 

Data is collected from Kaggle fake news detection 

competition. Data set consists of testing and training 

in training there are 18000 records and in testing there 

are 7000 records in data set there are two class fake 

and original classes represented as 0 and 1 labels the 

data set has 4 features title, text, Author and label. 

 
FIG 2 data set 
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4. SYSTEM DESIGN: 

4.1 METHODOLOGY:  

The collected data is cleaned by removing the null 

values and re indexing the data. In data preprocessing 

the data is further cleaned by removing the stop words 

and apply stemming and lemmatization techniques 

which convert the similar words into the root word. 

After data preprocessing the text data is converted into 

number vectors because machine learning or deep 

learning algorithms cannot understand the text 

information this process is called vectorization. 

vectorization is the important step in any natural 

language processing it even decides the performance 

of the model there are many techniques to this like 

bag of words, TF-IDF, word2vec etc but we used one 

hot representation because it is easy and fast. We also 

use the pad sequencing to convert the text information 

in the data set to same length so that it is easy for the 

algorithm for processing. We will be selecting the 

number of vectors features so that our word corpus 

will be categorised into these features. After this the 

data is passed into the algorithm here, we used the 

LSTM an RNN algorithm in deep learning. We used 

hyper parameters and optimizers like sigmoid and 

Adam and loss functions like binary cross entropy and 

accuracy as metrics. 

4.2 ARCHITECTURE:  

 

FIG 3: ARCHITECTURE DIAGRAM 

The above architecture diagram shows the different 

steps involved in developing the fake news detection 

model. Different steps shown in the architecture 

diagram is explained in the next section of this report. 

5. IMPLEMENTATION: 

Import all the required modules and import the data 

set and remove all the null values from it and reindex 

the data set select the vocabulary size of 5000. Import 

the nltk library for data preprocessing from nltk 

module download the stop words English library, 

from nltk import the porter stemmer (It is a type of 

stemming technique) for stemming process, using the 

regular expression remove all the unwanted details or 

symbols other than alphabets from a-z or A-Z, convert 

all the text available in to lowercase and apply 

stemming and remove stop words and store the pre-

processed text in a list. For vectorization we used one 

hot representation with 5000 vocabulary size, to make 

the text in the data set of equal size we used pad 

sequencing and converted the text into equal length of 

20 to make text to equal size zeroes are added at the 

end or at the back, so that it will be easy for 

computing and we selected 40 features for our model. 

We used sequential model in this project and imported 

all the required modules like tensor flow, NumPy and 

Sklearn from tensor flow we imported the drop out 

regularization technique and added 100 LSTM and 

GRU layers we created a dense layer with sigmoid as 

activation function and binary cross entropy as loss 

function and Adam as optimizer and accuracy as 

performance metrics. We used 70% data for training 

and 30% data for testing and selected random state as 

42 with 64 as batch size for running model for 10 

epochs we achieved accuracy of 99.54 and validation 

accuracy of 91.12 for GRU and used stratified k-fold 

for training and testing of LSTM model and achieved 

maximum accuracy of 93 and minimum accuracy of 

90.  

Used supervised naïve bayes algorithm with count 

vectorization and TF-IDF vectorization for 

vectorization techniques and used MultinomialNB 

from naive bayes Passive Aggressive Classifier from 

linear model. Achieved 90% and 92% accuracy in 

naïve bayes and linear model with count vectorization 

and achieved 88% and 91% accuracy in naïve bayes 

and linear model using TF-IDF vectorization.. 

6. RESULTS: 

 

FIG 4 (LSTM Output) 
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FIG 5 (GRU Output) 

 

FIG 6 (Twitter Data) 

 

FIG 7 (Naïve Bayes Count Vectorization) 

 

FIG 8 (PERFORMANCE ANALYSIS) 

7. CONCLUSION: 

Performing all the pre-processing techniques like 

removal of null values and stop words and performing 

stemming techniques and with fixed vocabulary size 

of 5000, using one-hot representation and adding 

embedding layer to get sentences of equal size and 40 

vector features and sigmoid as a hyper parameter and 

binary cross entropy, Adam as loss function and 

optimizer our fake news detection model using LSTM 

algorithm achieved accuracy of 99.35% and validation 

accuracy of 91.12%. In future we will be collecting 

the data set from twitter and analysing the tweets and 

classifying them into fake or genuine tweet with the 

model we designed above and more different like 

CNN, GRU etc models will be implemented and 

model with good performance and high accuracy will 

be selected. Will try other hyper parameters and 

optimizers and reduce the over fitting and improve the 

overall performance of the model and use attention 

mechanism to improve the accuracy of the model. 

Despite the relative abundance of extant works 

addressing fake news detection, there is still plenty of 

space for experimentation, and the discovery of new 

insights on the nature of fake news may lead to more 

efficient and accurate models. In addition, this paper 

is, to the best of my knowledge. we hope to get one 

step closer towards building an automated fake news 

detection platform. This study provides a baseline for 

the future tests and broadens scope of the solutions 

dealing with fake news detection. I would like to 

further dig deep and evaluate the effects of such news 

propagation on the readers and come up with simple 

techniques for faster prediction. The research can 

borrow qualitative models built on similar tasks by 

other disciplines and reevaluate feature engineering 

and pre-processing techniques used. 

FUTURE SCOPE:  

The system will be implemented with different 

models and different training techniques will be used 

to train the model better to achieve the benchmark 

accuracy.  
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